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PROVIDER LIABILITY FOR GENERATIVE AI 
COMPANIES
By Jess Miers & Zoe Philadelphia-Kossak

The swift rise of Generative AI has brought notable benefits to 
consumers. Despite this, rising concerns about potential harms 
and a surge of U.S. litigation, threaten AI's continued progress. 
This article examines ongoing legal challenges against Ope-
nAI and Stability AI, underlining the unresolved legal issues AI 
providers face. A close look at these cases shows that fears 
surrounding Generative AI's alleged consumer harms do not 
present new legal dilemmas. Existing legal frameworks effec-
tively filter out baseless claims unrelated to Generative AI's na-
ture. Instead, this article argues that lawmakers should focus 
on promoting the advancement and deployment of Generative 
AI rather than altering current legal structures to facilitate its 
demise.
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01 
INTRODUCTION

We stand on the precipice of a new digital era, a threshold of 
artificial intelligence, primed to once again radically transform 
the ways in which we as humans communicate, connect, and 
solve complex problems. Yet, this exciting frontier faces po-
tential stifling by lawmakers and the courts. 

Generative AI, including Large Language Models (“LLMs”), 
represents a class of artificial intelligence that is designed to 
facilitate information and content creation. Text completion 
tools, like ChatGPT, use vast amounts of data and sophisti-
cated algorithms to understand and generate text based on 
human-supplied inputs.2 Similarly, text-to-image generators, 
like Stable Diffusion, use Generative AI to create images 
from textual descriptions.3 Despite the array of applications, 
the operations of these models remain a “black box,” their 
exact functioning often not fully transparent or understand-
able, even to the experts that built them.4

This article explores two ongoing cases against OpenAI 
and Stability AI to illustrate the legal challenges Genera-
tive AI companies are currently facing. Part II reveals the 
apprehensions surrounding Generative AI’s purported con-
sumer harms do not introduce unique legal dilemmas. Part 
III warns of the possible repercussions of rushed and ill-
conceived regulatory efforts to curb Generative AI and sug-
gests alternative regulatory priorities to ensure Generative 
AI’s continued growth. Part IV provides some preliminary 
conclusions. 

2  Stephen Wolfram, What Is ChatGPT Doing … and Why Does It Work?” Stephen Wolfram Writings, (2023). Available at: https://writings.
stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/.

3  Aditya Ramesh, et al., “DALL·E: Creating images from text” (2021). Available at: https://openai.com/research/dall-e.

4  Shiraz Jagati, “AI’s black box problem: Challenges and solutions for a transparent future” (2023). Available at: https://cointelegraph.com/
news/ai-s-black-box-problem-challenges-and-solutions-for-a-transparent-future.

5  Walters v. OpenAI, L.L.C., Docket No. 1:23-cv-03122-MLB (N.D. Ga. Jul 14, 2023).

6  Immediately below the text box where users enter prompts, OpenAI warns: “ChatGPT may produce inaccurate information about 
people, places, or facts.” Motion to Dismiss, Walters v. OpenAI, L.L.C., No. 1:23-cv-03122-MLB, N.D. Ga, filed by OpenAI on July 21, 
2023. 

7  Document 12-7 for Case 1:23-cv-03122-MLB (Exhibit 6), Walters v. OpenAI L.L.C, filed by OpenAI on July 21, 2023. 

02
EXPLORING THE 
BOUNDARIES OF LIABILITY 
FOR PROVIDERS OF 
GENERATIVE AI TOOLS

With the rise of Generative AI, we revisit predominant liabil-
ity regimes around the dissemination of unlawful content. 
This part examines two cases involving OpenAI and Stabil-
ity AI 

to explore the limits of liability for providers of Genera-
tive AI services and the viability of emerging claims against 
them.

A. Publisher Liability Case Study: Walters v. OpenAI, 
L.L.C. (2023)5

Fred Riehl is the editor-in-chief of AmmoLand Shooting 
Sports News. While reporting on a lawsuit brought by the 
Second Amendment Foundation (“SAF”), Riehl sought the 
aid of ChatGPT. ChatGPT warned Riehl of the potential in-
accuracies it may generate.6 

Undeterred, Riehl asked ChatGPT for a summary of the 
SAF complaint, to which Riehl provided a link. Yet, Chat-
GPT, lacking access to the web at that point, declined 
the request, emphasizing its limitations as an AI lan-
guage model.7 When Riehl asked again, ChatGPT spun 
a tale of an individual named Mark Walters and his spec-
tacular fall from grace—a reputed radio host turned SAF 
embezzler. 

https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/
https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/
https://openai.com/research/dall-e
https://cointelegraph.com/news/ai-s-black-box-problem-challenges-and-solutions-for-a-transparent-future
https://cointelegraph.com/news/ai-s-black-box-problem-challenges-and-solutions-for-a-transparent-future
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Riehl then asked ChatGPT to provide a copy of the docu-
ment at the URL. ChatGPT responded, carrying on with the 
Walters story. Throughout, Riehl coaxed ChatGPT to finish 

its story, providing a starting point for the bot to continue 
from. Together, they completed the story:

Chat-log of the conversation between Fred Riehl (“user”) and ChatGPT (“assistant”). Exhibit 6 filed by OpenAI on July 21, 2023, 
Document 12-7 for Case 1:23-cv-03122-MLB. 
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Skeptical, Riehl asked ChatGPT to verify the provided infor-
mation. Seeking any known news reports about the case, 
Riehl was met with another warning from ChatGPT about 
its inability to access the web. Unappeased, Riehl proceed-

ed to test ChatGPT, probing its capacity to view the docu-
ments at the given link. ChatGPT echoed its initial warnings 
regarding its limitations as an AI: 

Chat-log of the conversation between Fred Riehl (“user”) and ChatGPT (“assistant”). Exhibit 6 filed by OpenAI on July 21, 2023, 
Document 12-7 for Case 1:23-cv-03122-MLB.
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Ignoring ChatGPT’s warnings, Riehl asked again for a sum-
mary of the document provided at the link. ChatGPT repeat-
ed its earlier narrative about Walters. Again, Riehl probed 
the authenticity of the information ChatGPT provided. Chat-

GPT issued another warning about its inability to authenti-
cate the document provided: 
Switching gears, Riehl embarked on a quest to correct 
ChatGPT, flagging the inaccuracies regarding Walters. 

Chat-log of the conversation between Fred Riehl (“user”) and ChatGPT (“assistant”). Exhibit 6 filed by OpenAI on July 21, 2023, 
Document 12-7 for Case 1:23-cv-03122-MLB.

ChatGPT acknowledged Riehl’s corrections, noting it had 
made a mistake. Still, ChatGPT repeated its flawed sum-
mary one last time ignoring the correction: 

As flagged by Riehl, ChatGPT’s summary was indeed a 
pure work of fiction. Walters had no ties to the suit, no 
history of embezzlement, and never held any official role 
at SAF. Baffled, Riehl confronted Walters, who denied the 
bot’s claims. 

As flagged by Riehl, ChatGPT’s summary was 
indeed a pure work of fiction

Chat-log of the conversation between Fred Riehl (“user”) and ChatGPT (“assistant”). Exhibit 6 filed by OpenAI on July 21, 
2023, Document 12-7 for Case 1:23-cv-03122-MLB.
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Chat-log of the conversation between Fred Riehl (“user”) and ChatGPT (“assistant”). Exhibit 6 filed by OpenAI on July 21, 2023, 
Document 12-7 for Case 1:23-cv-03122-MLB.
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Chat-log of the conversation between Fred Riehl (“user”) and ChatGPT (“assistant”). Exhibit 6 filed by OpenAI on July 21, 2023, 
Document 12-7 for Case 1:23-cv-03122-MLB.

Determined to reproduce the error, Riehl repeated his in-
teraction with ChatGPT, in a new chat, the following day. 
Again ChatGPT issued its usual warnings and Riehl per-
sisted. This time though, ChatGPT didn’t repeat the Wal-
ters narrative: 

Determined to reproduce the error, Riehl re-
peated his interaction with ChatGPT, in a new 
chat, the following day
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Riehl then let Mark Walters know about the bot’s allega-
tions, spurring Walters to begin his own conversation with 

ChatGPT in an effort to reproduce the error. Similarly, Chat-
GPT never repeated its earlier narrative: 

Chat-log of the conversation between Mark Walters (“user”) and ChatGPT (“assistant”). Exhibit 7 filed by OpenAI on July 21, 
2023, Document 12-8 for Case 1:23-cv-03122-MLB.
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Despite this, Walters turned to the courts, alleging defama-
tion against OpenAI in a case that seemingly promises to 
write the boundaries of intermediary liability for Generative 
AI services alike. 

As this case unfolds in the Georgia Superior Court, it illumi-
nates an important question about liability derived from the 
(mis)use of Generative AI tools: should providers of Gen-
erative AI be liable for their bots’ misbehavior? The next 
segment delves into how Walters v. OpenAI may unfold in 
the courts, providing valuable insight into how the courts 
might navigate analogous publisher issues for Generative 
AI providers.

1. Hallucinations or False Statements of Fact?

Generative AI, while powerful, sometimes yields misleading 
outputs, termed “hallucinations.”8 In cases hinging on pub-
lisher-related offenses, the facts are critical. Some false-
hoods (or hallucinations) could be perceived as hyperbolic, 
satirical, or utterly ambiguous, presenting an opinion rather 
than fact. While the quest to find context in Generative AI 
communications may spawn nuanced issues, this fact-
finding endeavor is analogous to the investigations typically 
necessary for decoding digital communications.9

A prevailing question in Walters is whether users can ever 
perceive AI responses as truly factual, particularly when AI 
companies openly disclaim potential inaccuracies. Experts 
contend that a mere disclaimer of defamation liability may 
not adequately protect AI developers.10 For instance, the 
town gossip cannot sidestep liability for circulating false ru-
mors simply by confessing their potential inaccuracy. 

Yet, ChatGPT not only displayed pre-engagement warnings, 
it persistently conveyed its limitations to Riehl throughout 
their conversation. Their conversation more closely resem-
bles a dialogue between two individuals where one, after 
thoroughly warning of their lack of personal knowledge, of-
fers an answer to placate the other. In this scenario, it seems 
a reasonable person could not perceive the subsequent an-
swers as statements of fact. Nonetheless, this inquiry will 
undoubtedly place defendant AI companies in a precarious 

8  Karen Weise, Cade Metz, “When A.I. Chatbots Hallucinate,” The New York Times, (2023). Available at: https://www.nytimes.
com/2023/05/01/business/ai-chatbots-hallucination.html.

9 Lyrissa B. Lidsky & Linda Riedemann Norbut, “Considering the Context of Online Threats” (2018). Available at: https://papers.ssrn.com/
sol3/papers.cfm?abstract_id=3118659.

10  Eugene Volokh, “Large Libel Models? Liability for AI Output” 3 J. Free Speech L. 489, UCLA School of Law, Public Law Research Paper 
No. 23-17, (2023). Available at: https://ssrn.com/abstract=4546063.

11  Restatement (Second) Of Torts § 577 Ill. 7 (1977).

12  Motion to Dismiss, Walters v. OpenAI, L.L.C., No. 1:23-cv-03122-MLB, N.D. Ga, filed by OpenAI on July 21, 2023. 

13  Id. See also Open AI, Terms of Use (2023). Available at: https://openai.com/policies/sharing-publication-policy.

14  Id.

situation, as plaintiffs exploit these contextual ambiguities 
to advance beyond summary judgment.

This scenario hints at wider uncertainties for Generative AI 
providers, especially when additional context, like respons-
es indicating the bot’s knowledge limitations, is lacking. Us-
ers might unknowingly depend on potentially inaccurate AI-
produced statements, leaving room for further inquiry into 
the AI provider’s liability. 

Generative AI, while powerful, sometimes yields 
misleading outputs, termed “hallucinations

2. OpenAI is Likely a Publisher For Defamation Pur-
poses

At the heart of publisher-based offenses lies the pivotal 
question: did the defendant actually publish the material 
at issue? For defamation, a statement is considered “pub-
lished” when it is intentionally or negligently shared with 
someone other than the person being defamed.11 Simply 
put, the communication must reach a third party. 

Walters contends that OpenAI “published” false information 
to a third party when ChatGPT communicated the flawed 
summary to Riehl. OpenAI, however, posits that no such 
publication occurred.12 OpenAI reasons that tools facilitat-
ing human content creation cannot produce publications as 
a matter of law.13 Further, OpenAI contends that publication 
cannot occur until a human disseminates the communica-
tion to another human.14

OpenAI’s first contention cannot be right. Newspapers, 
book publishers, and social media services are tools for fa-
cilitating human content. Yet, they do not escape liability for 
their publications based on that aspect. The robotic nature 
of the communication seems also irrelevant. In Loomis v. 

https://www.nytimes.com/2023/05/01/business/ai-chatbots-hallucination.html
https://www.nytimes.com/2023/05/01/business/ai-chatbots-hallucination.html
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3118659
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3118659
https://ssrn.com/abstract=4546063
https://openai.com/policies/sharing-publication-policy
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U.S. Bank Home Mortgage, the court found that the defen-
dant’s automated software’s false reports to credit agen-
cies fulfilled the publication criterion.15 Similarly, the Fourth 
Circuit held that automatic aggregation and publication of 
public credit data could face liability for inaccuracies.16 

A potential exception may exist for internal communications 
between software and corporate users. In fact, Georgia pro-
vides a well-established exception for intra corporate com-
munications.17 However, the exception is likely unavailable 
for communications made to individuals with no affiliation 
to the company, as is often the case with ChatGPT’s users. 
Likewise, attempts to contractually waive ownership of the 
publication are unlikely to succeed.18 

Perhaps AI companies can rely on Section 230 to the extent 
that AI-outputs derive entirely from third-party supplied in-
puts.19 However, policymakers stand to eviscerate Section 
230 while the courts steadily chip away at its safeguards,20 
revealing another potential liability zone for Generative AI 
providers.21

3. OpenAI Lacks Requisite Knowledge 

Some experts believe that AI intrinsically lacks malice or 
recklessness, creating a challenge for public figures to seek 

15  Loomis v. United States Bank Home Mortgage., 912 F. Supp. 2d 848 (D. Ariz. 2012).

16  Henderson v. The Source for Public Data LP, 2022 WL 16643916 (4th Cir Nov. 3, 2022).

17  Koly v. Enney, 269 F. App’x 861, 864 (11th Cir. 2008).

18  Eugene Volokh, supra note 10.

19  “ChatGPT essentially functions like the “additional comments” web form in Roommates. And while ChatGPT may “transform” user 
input into a result that responds to the user-driven query, that output is entirely composed of third-party information scraped from the web,” 
Jess Miers, “Yes, Section 230 Should Protect ChatGPT And Other Generative AI Tools”, techdirt, (2023). Available at: https://www.techdirt.
com/2023/03/17/yes-section-230-should-protect-chatgpt-and-others-generative-ai-tools/.

20  Lemmon v. Snap, Inc., CV 19-4504-MWF (C.D. Cal. March 31, 2022) (holding that negligently or dangerously designed programs can 
evade Section 230). 

21  See also Matt Perault, “Section 230 Won’t Protect Chatgpt” Journal of Free Speech Law, p. 367, (2023), argues that courts will likely 
find that ChatGPT and other LLMs are excluded from Section
230 protections. Available at: https://www.journaloffreespeechlaw.org/perault.pdf.

22  Dallin Albright, Do Androids Defame with Actual Malice? Libel in the World of Automated Journalism, 75 FED.COMM. L.J. 103, 115–16 
(2022), arguing that “algorithms are designed to produce information mechanically, and it would be impossible to prove they possessed ill will 
or doubts in the traditional sense.” Available at: http://www.fclj.org/wp-content/uploads/2022/11/Vol-75.1.3_Do-Androids-Defame-with-Ac-
tual-Malice_Proof-3-1.pdf.

23  Walters v. OpenAI, L.L.C., (Amended Complaint by Mark Walters filed on Aug. 30, 2023).

24  Mike Masnick, “Masnick’s Impossibility Theorem: Content Moderation At Scale Is Impossible To Do Well,” techdirt, (2019). Available 
at: https://www.techdirt.com/2019/11/20/masnicks-impossibility-theorem-content-moderation-scale-is-impossible-to-do-well/Impossibil-
ity problem.

25 Twitter, Inc. v. Taamneh involved a dispute considering whether Internet service providers assisted in aiding and abetting terrorist orga-
nizations by recommending that content to users. This case was decided by the Supreme Court in 2022 and is reported at 143 S. Ct. 81, 
214 L. Ed. 2d 12. 

26  Jason Nelson, “OpenAI Wants to Stop AI from Hallucinating and Lying,” Decrypt (2023). Available at: https://decrypt.co/143064/openai-
wants-to-stop-ai-from-hallucinating-and-lying. 

redress from harms caused by Generative AI speech.22 
However, the burden of responsibility could shift to the pro-
viders, particularly in establishing negligence for private in-
dividuals.

Walters primarily contends that OpenAI should preemptive-
ly curb falsehoods, given ChatGPT’s notable penchant for 
misinformation.23 Yet, mitigating every potential inaccuracy, 
considering the vast and varied human-generated content 
online and the unpredictable behavior of users, presents a 
formidable challenge; much akin to the content moderation 
challenges experienced by user-generated content ser-
vices (UGC services).24 For similar reasons, in determining 
whether Twitter (now X) violates the Anti-Terrorism Act when 
known terrorists use its service, the Supreme Court found 
that technology’s capability for general misuse isn’t enough 
to demonstrate culpability.25 

The inherent design of Generative AI systems might also 
make inquiries into what the AI “knows” regarding the 
false information it supplies, technologically infeasible. At 
the same time, one might allege that a system could be 
conditioned to avoid hallucinations pertaining to individu-
als named in inputs or outputs against the system’s training 
set.26 If such a design were feasible, it raises further ques-
tions into what the bot should have known about the infor-

https://www.techdirt.com/2023/03/17/yes-section-230-should-protect-chatgpt-and-others-generative-ai-tools/
https://www.techdirt.com/2023/03/17/yes-section-230-should-protect-chatgpt-and-others-generative-ai-tools/
https://www.journaloffreespeechlaw.org/perault.pdf
http://www.fclj.org/wp-content/uploads/2022/11/Vol-75.1.3_Do-Androids-Defame-with-Actual-Malice_Proof-3-1.pdf
http://www.fclj.org/wp-content/uploads/2022/11/Vol-75.1.3_Do-Androids-Defame-with-Actual-Malice_Proof-3-1.pdf
https://www.techdirt.com/2019/11/20/masnicks-impossibility-theorem-content-moderation-scale-is-impossible-to-do-well/Impossibility
https://www.techdirt.com/2019/11/20/masnicks-impossibility-theorem-content-moderation-scale-is-impossible-to-do-well/Impossibility
https://decrypt.co/143064/openai-wants-to-stop-ai-from-hallucinating-and-lying
https://decrypt.co/143064/openai-wants-to-stop-ai-from-hallucinating-and-lying
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mation at issue.27 If not, then we might ask whether the AI 
provider should have built-in that necessary check. 

Similar questions arise when the user attempts to correct 
misinformation as Riehl did with ChatGPT. Would that alone 
be sufficient to attribute OpenAI with specific knowledge of 
the inaccuracies about Walters? And what if a genuine dis-
pute of fact arises when credible sources differ? One schol-
ar suggests that AI providers shouldn’t have to dig further, 
unlike their offline counterparts.28 Similarly, some experts 
argue that holding AI providers accountable based on how 
their bots react to user feedback could deter AI providers 
from taking in human corrections altogether.29 Yet, avoiding 
such feedback might also be seen as a deliberate oversight 
(i.e. willful blindness), weighing against the providers.30 

Nonetheless, it seems that ChatGPT implemented the cor-
rections provided by Riehl. Neither Riehl nor Walters could 
prompt ChatGPT to repeat the Walters narrative in later chat 
sessions, raising questions about what further remedies the 
legal system (and OpenAI) could possibly offer Walters.

4. Walters Experienced no Tangible Harm from 
ChatGPT’s False Recounting

To successfully argue defamation, courts not only require 
evidence of the defendant’s knowledge but also proof that 
the plaintiff suffered reputational harm due to the false 
statements. In many states, certain rumors, such as those 
alleging criminal or immoral acts, inherently assume dam-
ages.31

For Mark Walters, the impact of the false statements from 
ChatGPT seems questionable without concrete evidence of 
reputational harm. In fact, the defamatory statements were 
contained since Riehl didn’t communicate them further, 
thus averting potential wider repercussions for Walters. 

Others in Walters’ position might contend that ChatGPT’s 
outputs could be circulated among more unsuspecting 
audiences, especially if not corrected. Discovery into the 
AI’s algorithmic makeup could potentially reveal addition-
al embedded misconceptions about an individual (though 
unlikely). For Walters, this concern is unfounded. But other 

27  Volokh, supra note 10 at 516, arguing that the company should be required to demonstrate that such corrective measures are in fact 
infeasible. 

28  Id.

29  Mark Lemley, Mark A. & Casey, Bryan, Fair Learning (2020). Available at: https://ssrn.com/abstract=3528447.

30  Indeed, the Generative AI developer’s dilemma is similar to what experts commonly refer to as the “moderator’s dilemma” experienced 
by the early providers of interactive computer services (e.g. Stratton Oakmont, Inc. v. Prodigy Services Co., 23 Media L. Rep. 1794 (N.Y. 
Sup. Ct. 1995);Cubby, Inc. v. CompuServe Inc., 776 F. Supp. 135 (S.D.N.Y. 1991)) that spurred Congressional intervention via 47 U.S. Code 
§ 230. See also Eric Goldman, An Overview of the United States’ Section 230 Internet Immunity (December 1, 2018). The Oxford Handbook 
of Online Intermediary Liability (Giancarlo Frosio, ed.), Santa Clara Univ. Legal Studies Research Paper. Available at: https://ssrn.com/ab-
stract=3306737.

31  For example, Georgia law (where Walters is currently being heard) prescribes the same. O.C.G.A. § 51-5-4(a)(3).

similarly situated plaintiffs could plausibly incur reputational 
damages for chatbots left unchecked. 

Nevertheless, if the court determines OpenAI had the req-
uisite knowledge (as discussed in the previous section), the 
false statements published to Riehl — alleging Walters’ in-
volvement in criminal acts against SAF — might suffice for a 
per se defamation claim without demanding further scrutiny. 
Though such an outcome would be markedly misaligned.
the AI provider’s liability. 

For Mark Walters, the impact of the false state-
ments from ChatGPT seems questionable with-
out concrete evidence of reputational harm

 
Walters demonstrates how consumer claims against AI fail 
not because current legal frameworks are lacking, but be-
cause they were designed to withstand technological ad-
vancements. Indeed, Walters’ claims — and other claims 
like it — should fail to prevent a future where litigants read-
ily exploit defamation law against nascent technologies like 
Generative AI. 

Walters also illustrates the current legal quandary for cur-
rent and future providers of Generative AI. In the next sec-
tion we conduct a similar exercise, exploring how the same 
unfolds for copyright litigation.

B. Copyright Case Study: Andersen et al v. Stability AI 
(2023)

From Betamax to Image Search, technology continuously 
reshapes how we enjoy creative works. Yet, where there 
is financial gain to be made in facilitating this enjoyment, 
rights holders remain vigilant. Consequently, today’s rights 
holders contend that both the training data and the resul-
tant AI outputs infringe upon their works, threatening the 

https://ssrn.com/abstract=3528447
https://ssrn.com/abstract=3306737
https://ssrn.com/abstract=3306737
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continued existence of Generative AI, as its developers 
grapple with economically devastating lawsuits.32 This sec-
tion delves into the turbulent terrain of copyright law, exam-
ining its capacity to address text-to-image AI services like 
Stable Diffusion.33

Sarah Andersen is renowned for her web comics, humorous-
ly depicting life as an introvert.34 Stability AI, creator of the 
AI image generator Stable Diffusion, powers distinguished 
AI image services like DreamStudios and Midjourney. Ander-
sen, along with other artists, contends that text-to-image AI 
tool providers, like Stability AI, should be held liable for direct 
copyright infringement. Yet, strikingly, Andersen fails to iden-
tify any specific works that Stability AI infringed. Her class 
action stands among the earliest in what is anticipated to be 
a series of legal actions by artists against Generative AI.

1. Stability AI Makes Non-Expressive Copies for its 
Training Data

AI models voraciously consume massive quantities of data, 
sourcing the Internet as an expansive reservoir of publicly 
accessible human context to craft stunning digital art.35 
Despite the public accessibility of this online data, it pre-
dominantly encompasses protected works, undoubtedly 
governed by human-imposed constraints of copyright law.  
This is the crux of Andersen v. Stability AI. 

The distinction between copying as an intermediary step for 
furthering expression and copying solely for exploiting exist-
ing works will be pivotal in the emerging landscape of Gen-
erative AI litigation. This nuance isn’t exclusive to Genera-

32  Kyle Wiggers, “The current legal cases against generative AI are just the beginning” Tech Crunch, (2023). Available at: https://tech-
crunch.com/2023/01/27/the-current-legal-cases-against-generative-ai-are-just-the-beginning/.

33  Andersen et al v. Stability AI Ltd. et al, Docket No. 3:23-cv-00201 (N.D. Cal. Jan 13, 2023). While this case involves multiple artists and 
AI-image providers, we focus on Sarah Andersen’s claims against Stability AI for the purposes of this article.

34  Sarah Andersen, “Sarah’s Scribbles.” Examples available at: https://sarahcandersen.com/.

35  Sukhpal Singh Gill, et al., “AI for Next Generation Computing: Emerging Trends and Future Directions,” (2022). Available at: https://arxiv.
org/pdf/2203.04159.pdf.

36  Field v. Google Inc., 412 F. Supp. 2d 1106, 77 U.S.P.Q.2d 1738, 19 ILRD 355, 2006 ILRC 1037 (D. Nev. 2006), Court Opinion.

37  Authors Guild v. Google, Inc., 578 U.S. 941, 136 S. Ct. 1658, 194 L. Ed. 2d 800 (2016). See also Perfect 10, Inc. v. Google, Inc., 565 U.S. 
1245, 132 S. Ct. 1713, 182 L. Ed. 2d 252 (2012).

38 Google LLC v. Oracle America, Inc., 141 S. Ct. 1183 (2021).

39  Bespaq Corp. v. Haoshen Trading Co., No. 04–cv–3698, 2005 WL 14841, at 2 (N.D. Cal. Jan. 3, 2005), dismissing Plaintiff’s copyright 
claim for failure to identify specific works that Defendant allegedly infringed. See also Lydia Pallas Loren & R. Anthony Reese, “PROVING 
INFRINGEMENT:
BURDENS OF PROOF IN COPYRIGHT INFRINGEMENT LITIGATION,” Lewis & Clark Law Review: Vol. 23:2, (2019), noting if a plaintiff 
asserting copyright infringement fails to present evidence that it owns the copyright in the work allegedly infringed, a required element of 
a claim of copyright infringement, a defense motion for summary judgment should be granted.” Available at: https://law.lclark.edu/live/
files/28482-lcb232article5lorenpdf.

40  Field v. Google Inc.

tive AI but has historical roots tracing back to the dawn of 
search engines. Consider Field v. Google where the Court 
concluded that Google’s act of scraping websites to deliver 
search results was a form of fair use, emphasizing the trans-
formative nature of caching.36 Similarly, the landmark ruling 
in Authors Guild v. Google Books recognized that copying 
for improved search capabilities aligns with fair use princi-
ples.37 Fast forward to Google v. Oracle, where the Supreme 
Court portrayed Google’s replication of Oracle’s Java APIs 
as non-expressive, posing a significant barrier for copyright 
plaintiffs.38

Drawing parallels with the precedent set by Google’s cach-
ing mechanisms, Stability AI argues that their act of copy-
ing is a transitional measure intended to birth transforma-
tive creations. The Andersen Plaintiffs, on the other hand, 
advocate that the sheer act of mass copying through web 
scraping should be seen as infringement — a stance that 
current copyright rulings don’t universally support.39

Additionally, judicial evaluations will also weigh in on how 
the defendant’s usage might disrupt the potential market 
or value of the original or derivative works. The crux here is 
that any market disruption should stem from infringement, 
not mere competition. 

Revisiting  Field v. Google, the Court emphasized that 
Google’s caching had no bearing on the market prospects 
of Field’s creations.40 Extrapolating this to the realm of Gen-
erative AI, a versatile model with a broad training set will 
likely fare better than models singularly focused on specific 
artists or genres. For instance, an AI service centered around 

https://sarahcandersen.com/
https://arxiv.org/pdf/2203.04159.pdf
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Taylor Swift’s artistry, fueled exclusively by her copyrighted 
material, might struggle to make a case for fair use.41

Still, uncertainty looms regarding the legal system’s readi-
ness to stretch the boundaries of fair use to encapsulate 
Generative AI technologies. If rights holders can point to 
specific infringing works, AI firms like Stability AI will need 
to heavily anchor on non-expressive use and the transfor-
mative characteristics of the copies (to the extent the com-
pressed copies are not perfect substitutes for the original 
works).42 These are nuanced, fact-driven considerations 
that might be ill-suited for quick judicial resolutions.

Still, uncertainty looms regarding the legal sys-
tem’s readiness to stretch the boundaries of fair 
use to encapsulate Generative AI technologies

 
If data ingestion for AI image generators is deemed infringe-
ment, it could spell the end for AI image generation entirely. 
For artists like Andersen, this might be the exact outcome 
they desire.

2. Stability AI’s Outputs are Likely Protected by the 
Fair Use Doctrine

Andersen further claims that AI text-to-image tools like 
Stable Diffusion produce works that directly infringe upon 
Andersen’s original webcomics and other artists’ works. 
Andersen likens the AI image generator to a “21st-century 
collage tool,” seamlessly blending pre-existing works into 
learning models, and crafting a tapestry of infringement.43

41  Will Knight, “Algorithms Can Now Mimic Any Artist. Some Artists Hate It” Wired, (2022). Available at: https://www.wired.com/story/
artists-rage-against-machines-that-mimic-their-work/

42  Kelly v. Arriba Soft Corp., 280 F.3d 934 (9th Cir. 2002), finding fair use where the thumbnail images generated from copies could not 
substitute for full-size images and served a different purpose than the originals.

43  Andersen et al v. Stability AI Ltd. et al, (Complaint by Sarah Andersen filed on Jan. 13, 2023).

44  Rachel Gordon, “3 Questions: How AI image generators work,” IT’s Computer Science and Artificial Intelligence Laboratory (CSAIL), 
(2022). Available at: https://www.csail.mit.edu/news/3-questions-how-ai-image-generators-work.

45  See e.g. Shaw v. Lindheim,919 F.2d 1353 (9th Cir. 1990).

46  Authors Guild v. Google, Inc., 578 U.S. 941, 136 S. Ct. 1658, 194 L. Ed. 2d 800 (2016). 

47  Comment of OpenAI, LP, Before the United States Patent and Trademark Office Department of Commerce, Regarding Request for 
Comments on Intellectual Property Protection for Artificial Intelligence Innovation, Docket No. PTO–C–2019–0038, Addressing Question 3. 
Available at: https://www.uspto.gov/sites/default/files/documents/OpenAI_RFC-84-FR-58141.pdf#page=11.

48  Gowthami Somepalli, “Diffusion Art or Digital Forgery? Investigating Data Replication in Diffusion Models,” (2022). Available at: https://
arxiv.org/pdf/2212.03860.pdf.

Andersen’s view is not just reductive, but technologically 
inaccurate. The collage analogy overlooks the essential 
learning purpose within AI image generators, as opposed to 
mere reproduction; a process that more closely resembles 
human learning, where consumption of protected works in-
forms and influences original creation, rather than merely 
patchworking existing works together.44 

For direct copyright infringement claims, courts evaluate 
whether the defendant had access to the original work and 
if their creation is ‘substantially similar’ to it.45 In assess-
ing substantial similarity, courts will assess both the quan-
titative and qualitative aspects of the copied content. They 
examine if the copying breaches a ‘de minimis’ limit and 
assess the significance of the copied sections in the con-
text of the original work. For instance, the court in Authors 
Guild v. Google Books, weighed in favor of fair use where 
Google’s snippet previews failed to reveal the “heart” of any 
of the protected works at issue.46

These established legal criteria are equally applicable to 
outputs produced by Generative AI technologies. When 
gauging access, courts might examine if the AI’s training 
data incorporates the original work. User inputs can also 
be a source of original content. As for substantial similarity, 
the holistic aesthetics of the works are compared. Some 
courts may also consider whether a reasonable person can 
discern between the works.

Some Generative AI companies argue their tools do not 
substantially regenerate works from their training corpus, 
making it unlikely, and perhaps impossible, they ever pro-
duce outputs notably similar to original works.47 However, 
one study observed that an AI image model sourcing from 
a smaller set of training data is likely to produce substan-
tially similar outputs to original works.48 As the training set 
expands, this similarity dissipates, resulting in a novel im-
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age.49 This observation unveils an incentive for Generative 
AI companies to copy more materials for training, clashing 
with a regulatory framework that views such scraping for AI 
model training as infringement. 

Importantly, rights holders must substantiate their claims 
by pinpointing the exact infringed works. Broad allegations 
based solely on the potential of Generative AI to infringe can-
not stand, echoing sentiments in the traditional copyright 
cases. The Andersen Plaintiffs’ failure to link specific works 
with any distinct outputs from Stable Diffusion will be a signif-
icant obstacle. Similarly, assertions that the AI outputs mimic 
their artistic styles is untenable for Copyright claims.50

3. Stability AI Should Not Be Liable When Users In-
tend To Infringe

While providers of AI image generators may dodge liability 
for direct copyright claims, its users may not. This section 
explores whether Generative AI providers could potentially 
bear secondary liability for infringing uses of their services.

Providers might face vicarious liability, contingent upon 
their right and ability to supervise or control infringing activ-
ity and their direct financial interest in such infringements.51 
For UGC services, courts generally demand evidence be-
yond the website’s supervisory capability, such as the prac-
tical ability to control the infringement.52 The “black box” 
nature of Generative AI might suggest AI image service pro-
viders are even less likely to supervise infringing uses effec-
tively, beyond preventing responses to seemingly infringing 
prompts.53

Further, Andersen contends that AI image companies, like 
Stability AI, have direct financial interest in infringement 

49  Owen Hughes, “Generative AI Defined: How it Works, Benefits and Dangers,” TechRepublic, (2023). Available At: https://www.techre-
public.com/article/what-is-generative-ai/.

50  Historically, courts are hesitant to offer broad copyright protections solely for artistic style. Rather, artistic style is viewed as a compo-
nent of an artist’s protected expression. See e.g. Steinberg v. Columbia Pictures Indus., Inc., 663 F. Supp. 706, 3 U.S.P.Q.2d 1593 (S.D.N.Y. 
1987), Court Opinion; Dave Grossman Designs, Inc. v. Bortin, 177 U.S.P.Q. 627 (N.D. Ill. 1973), Court Opinion.

51  See e.g. Gershwin Pub. Corp. v. Columbia Artists Mgmt., Inc., 443 F.2d 1159 (2d Cir. 1971).

52  See e.g. Leonard v. Stemtech Int’l Inc., 834 F.3d 376, 387 (3d Cir. 2016); Veoh Networks, Inc. v. UMG Recordings, Inc., 522 F. Supp. 2d 
1265 (S.D. Cal. 2007).

53  But see Thomson Reuters Enterprise Centre GmbH et al v. ROSS Intelligence Inc., Docket No. 1:20-cv-00613 (D. Del. Sept. 25, 2023) 
(allowing Reuters’ vicarious liability claims against Ross to proceed beyond summary judgment due to unresolved questions about Ross’s 
practical control over a third-party data scraping vendor contracted to text-scrape Westlaw for training data powering Ross’ legal research AI).

54  Metro-Goldwyn-Mayer Studios Inc. v. Grokster, Ltd., 545 U.S. 913 (2005) (finding Grokster vicariously liable based on evidence that 
Grokster intended to profit off infringing uses by targeting former Napster users).

55  See e.g. Davis v. Pinterest, Inc., 2021 WL 879798 (N.D. Cal. Mar. 9, 2021) (rejecting Plaintiff’s claim that Pinterest is contributorily liable 
for infringing Davis’ works when Pinterest “knows” the service is frequently used for copyright infringement). 

56  For example, the Digital Millennium Copyright Act (DMCA) requires UGC services to “expeditiously” respond to a copyright owner’s 
valid 512(c)(3) notice. 

57  Richard Stim, “Copyright Infringement: How Are Damage Amounts Determined?” NOLO, (accessed 2023). Available at: https://www.
nolo.com/legal-encyclopedia/copyright-infringement-how-damages-determined.html.

when they sell subscriptions for their services. This argu-
ment is also unconvincing. The substantial unlikelihood that 
AI image generators will meaningfully reproduce any origi-
nal works suggests that the majority of uses are legitimate 
and non-infringing.54 The same cannot be said for AI pro-
grams that source from smaller training sets.

Contributory liability is another concern for providers of 
Generative AI. Plaintiffs must demonstrate that the de-
fendant company was aware of the infringing activity and 
played a substantial role in the infringement. For claims 
against online services with substantial non-infringing uses, 
courts typically require a showing of actual knowledge of 
specific acts of infringement.55 

Courts may also evaluate whether the service sufficiently 
addressed infringing content upon receiving actual knowl-
edge of the infringement, especially if the identified outputs 
can be consistently recreated across multiple uses, ses-
sions, and users. 56 It’s unclear though how Generative AI 
companies can effectively mitigate infringement aside from 
expanding their models’ training data. Rights holders might 
also issue numerous takedown requests for works identi-
fied in training sets, but such mass removals would under-
mine the AI’s effectiveness.

4. Damages for Copyright Infringement

Copyright holders can seek several types of damages for 
infringement claims. Actual damages cover financial losses 
directly linked to infringement, like loss of profit or licensing 
opportunities.57 The Copyright Act also provides statutory 
damages for claimants that timely register their works with 
the U.S. Copyright Office, especially when actual damages 
are hard to substantiate, with the amount varying based 
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on the infringement’s severity and nature.58 Moreover, the 
Copyright Claims Board oversees smaller claims, below 
30,000 USD, offering a more accessible avenue for artists 
even without a registered copyright.59

Ample recovery options boost the drive for rights holders, 
like Sarah Andersen, to hit lucrative Generative AI firms with 
otherwise frivolous infringement claims, also signaling a 
gold rush for future copyright litigators.

U.S. District Judge William Orrick said during a July hear-
ing that he is inclined to dismiss most of the claims brought 
by the Andersen plaintiffs.60 This result will not be due to 
any novel harms or issues peculiar to Generative AI tech-
nologies. Rather, cases like Sarah Andersen’s reaffirm why 
copyright law should not be expanded for Generative AI 
and other nascent technologies. 

However, rights holders are not utterly powerless in their 
quest to curb Generative AI. The preceding discussion 
leaves numerous questions unanswered about AI’s poten-
tial to infringe. More blatant examples of infringement are 
likely to emerge as bad actors become more sophisticated. 

03
POLICY CONSIDERATIONS 
FOR LAWMAKERS 
REGULATING GENERATIVE AI

The previous part illustrated numerous unresolved legal 
questions and challenges facing providers of Generative AI 
technologies. This part advocates for the ongoing advance-

58  Id. 

59  Copyright Claims Board, “Frequently Asked Questions,” (accessed 2023). Available at: https://ccb.gov/faq/.

60  Blake Brittain, “US judge finds flaws in artists’ lawsuit against AI companies,” Reuters, (2023). Available at: https://www.reuters.com/
legal/litigation/us-judge-finds-flaws-artists-lawsuit-against-ai-companies-2023-07-19/.

61  Kif Leswing, “Why Silicon Valley is so excited about awkward drawings done by artificial intelligence,” CNBC, (2023), noting that Gener-
ative AI has the potential to generate trillions of dollars of economic value. Available at: https://www.cnbc.com/2022/10/08/generative-ai-sil-
icon-valleys-next-trillion-dollar-companies.html.

62  Eapen, et al., “How Generative AI Can Augment Human Creativity,” Harvard Business Review, (2023). Available at: https://hbr.
org/2023/07/how-generative-ai-can-augment-human-creativity.

63  Aditya Jain, “Impact Of Generative AI On Content Moderation,” Avasant, (2023). Available at: https://avasant.com/report/impact-of-gen-
erative-ai-on-content-moderation.

64  Matt Carbonara, “5 Ways Startups Can Use Generative AI To Build A Competitive Advantage,” Forbes, (2023). Available at: https://
www.forbes.com/sites/forbesfinancecouncil/2023/08/21/5-ways-startups-can-use-generative-ai-to-build-a-competitive-advantage/?sh=f-
cbb9046e9fe.

ment of Generative AI, delves into the existing regulatory 
dialogue surrounding it, and concludes with insights on 
how policymakers can reinforce the market for prospective 
entrants instead of shutting it down entirely.

A. The Benefits of Continued AI Innovation Outweigh 
Supposed Harms

Despite AI’s steady evolution, the latest pivot from data 
analytics to content creation heralds another monumental 
turning point in the digital landscape.61 Indeed, Generative 
AI stands poised to expand human creative boundaries, 
ushering in unforeseen innovations and possibilities.62 The 
following illustrates just a few ways in which Generative AI 
is currently enhancing society: 

• Enhancing Content Moderation. Advance-
ments in Generative AI have proven to bolster 
content moderation efforts. For example, human 
moderation decisions can be used to train and re-
fine AI models used for automated content mod-
eration for enhanced accuracy. Further, Genera-
tive AI plays a significant role in developing training 
content for AI and human moderators alike.63 

• Enhancing Competition. The open-source ethos 
of AI has facilitated a notable surge in the market-
place, catering to new players eager to compete 
with tech incumbents. Harnessing AI to widely au-
tomate the processes that tech giants long mas-
tered, enables market entrants to optimize their 
initial resources substantially. This optimization af-
fords AI startups enhanced latitude to channel their 
energies towards refining their products. Moreover, 
as an increasing number of companies, inclusive 
of the tech giants, adopt Generative AI, nascent 
entrants will unearth more profitable prospects in 
augmenting and enhancing foundational models.64  
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• Enhancing Workforce Diversity & Inclusion. While 
identifying and mitigating human bias remains a 
challenging endeavor, cutting-edge recruiting tools 
employing Generative AI stand to promote diver-
sity and inclusion in the workforce. For example, 
Generative AI algorithms can assess job descrip-
tions and suggest changes to make them more 
inclusive. Similarly,systems are primed to eradi-
cate bias in hiring and promotion scenarios, ensur-
ing a more equitable and fair selection process.65 

• Enhancing Creativity. Generative AI bridges the 
divide between smaller and underrepresented art-
ists and consumers, enhancing accessibility and 
visibility, and offering artists a streamlined pathway 
to share their creativity with a broader audience like 
never before. At the same time, established artists 
can explore their creativity in novel mediums, ex-
panding their artistic horizons.66 For example, Jason 
Allen, an artist from Colorado, went through 900 it-
erations and over 80 hours to refine and create his 
artwork.67 This effort in itself also defeats the pre-
conceived notion that generating art through AI is a 
simple process.68 

• Enhancing Transportation. Generative AI plays a 
crucial role in bolstering the safety of autonomous 
vehicles by producing extensive datasets and sce-
narios for honing autonomous systems. For ex-
ample, Generative AI can be used to synthesize 
unlimited conditioned traffic and driving data to 
create immense and highly sophisticated simula-

65  Stephanie Alston, “How Generative AI is Being Used to Promote Diversity and Inclusion in Hiring Practices,” LinkedIn, (2023). Available 
at: https://www.linkedin.com/pulse/how-generative-ai-being-used-promote-diversity-inclusion-alston. 

66  Jennifer Monahan, “REFASHIONING CREATIVITY: AI TAKES CENTER STAGE IN ARTS AND ENTERTAINMENT,” Carnegie Mellon Heinz 
College, (2023). Available at: https://www.heinz.cmu.edu/media/2023/July/refashioning-creativity-ai-takes-center-stage-in-arts-and-enter-
tainment.

67  Robert Mahari, Jessica Fjeld, “Popular A.I. services for creating images are legal minefields for artists seeking payment for their work,” 
Fortune, (2023). Available at: https://fortune.com/2023/06/16/generative-a-i-copyright-law/.

68  Sarah Shaffi “‘It’s the opposite of art’: why illustrators are furious about AI.,“ The Guardian, (2023). Available at: https://www.theguardian.
com/artanddesign/2023/jan/23/its-the-opposite-of-art-why-illustrators-are-furious-about-ai.

69  M. Xu et al., “Generative AI-empowered Simulation for Autonomous Driving in Vehicular Mixed Reality Metatverses,” IEEE Journal of 
Selected Topics in Signal Processing, (2023). Available at: https://ieeexplore.ieee.org/document/10177684.

70  Chamber of Progress, “AUTONOMOUS VEHICLES: Leveraging Technology for Diverse Community Benefit,” (2022). Available 
at: https://progresschamber.org/wp-content/uploads/2022/06/Report-AVs-Leveraging-Technology-for-Diverse-Community-Benefit.
pdf.

71  The Copia Institute, “Don’t Shoot The Message Board,” (2019) (“finding that venture capitalists are more likely to invest in U.S. startup 
companies due to its intermediary friendly regulatory environment.”). Available at: https://copia.is/wp-content/uploads/2019/06/DSTMB-Co-
pia.pdf.

72  Eric Goldman, Jess Miers, “Regulating Internet Services by Size”, CPI Antitrust Chronicle, Santa Clara Univ. Legal Studies Research 
Paper, (2021) (highlighting that startup companies regularly deploy certain countermoves when facing hostile regulatory environments in-
cluding selling-out to the tech incumbents or exiting the market). Available at: https://ssrn.com/abstract=3863015.

tions on which autonomous vehicles can train.69 
Consequently, the impending era of autonomous 
vehicle-based transportation stands to substantially 
diminish traffic accidents, enhance transportation 
alternatives for the elderly and individuals with dis-
abilities, and foster equitable access to transit for 
underserved groups.70

B. Preserving the Future of Generative AI Through 
Progressive Policymaking

The previous section highlights the social and economic 
benefits of Generative AI, which in turn emphasizes the 
need for careful and thoughtful regulatory approaches that 
bolster, rather than hinder, advancements in the field of 
Generative AI. This section explores the current regulatory 
dialogue and offers alternative legislative priorities for poli-
cymakers. 

1. The Current Regulatory Climate 

Beyond the threat of expensive (and extensive) litigation, 
heightened regulatory risks will also dissuade investors in 
Generative AI,71 exacerbating competition issues, prompt-
ing new competitors to capitulate to tech giants or exit the 
marketplace entirely.72 

Still, policymakers are charging ahead with draft legislation. 
For example, Senate Majority Leader, Chuck Schumer (D-
NY), recently unveiled the “SAFE Framework” for AI regula-
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tion.73 The framework aims to safeguard national security, 
enhance provider accountability for misinformation and dis-
information, broaden copyright protections for rights hold-
ers, and mandate AI transparency. Similarly, another pro-
posal aims to exclude AI providers from Section 230.74

Concurrently, states are slowly adopting a patchwork ap-
proach to AI regulations, introducing a wave of policies 
aimed at providers of Generative AI tools. The prevailing 
themes for states involve creating task forces,75 mandating 
transparency and disclosures,76 and expanding liability for 
mis & disinformation.77

2. Considerations For Policymakers

As the regulatory landscape evolves for Generative AI, leg-
islative guardrails should be focused on responding effec-
tively to actual harms as opposed to creating overly broad 
regulation that risks upending the benefits of Generative AI. 
Moreover, Congress should focus on the national security 
implications and other pressing issues such as disinforma-
tion spreading.78 

This section provides a set of considerations79 for policy-
makers and offers alternative suggestions should they 
wish to preserve the continued existence of Generative AI:  

• Computing Power & Government Investment. Gen-
erative AI programs have developed tenfold in the 
past two years alone. Ultimately, the Government 

73  Lindsey Wilkinson, “White House secures safety commitments from 7 AI companies,” Cyber Security Dive, (2023). Available at: https://
www.cybersecuritydive.com/news/white-house-ai-security-commitments/688650/?&web_view=true.

74  No Section 230 Immunity for AI Act, S._, 118th Congress, OLL23592 SF9, (2023). Available at: https://www.hawley.senate.gov/haw-
ley-blumenthal-introduce-bipartisan-legislation-protect-consumers-and-deny-ai-companies-section.

75  See e.g. Act No. 2021-344, 2021 Ala. Acts & Vt. H. 410, An Act Relating to the Use and Oversight of Artificial Intelligence in State 
Government, Reg. Sess. (2023). Available at: https://www.ncsl.org/technology-and-communication/artificial-intelligence-2023-legis-
lation.

76  See e.g. Ma H 64 An Act Establishing A Commission On Automated Decision-Making By Government In The Commonwealth & 2022 Nj 
S 3714 New Jersey Disclosure And Accountability Transparency Act (Nj DaTA). Available at: https://www.ncsl.org/technology-and-commu-
nication/artificial-intelligence-2023-legislation.

77  See e.g., NY S 7592 - Disclosure of the Use of Artificial Intelligence, (2023). Available at: 

78  Justin Hendrix, “Transcript: Senate Hearing Addressing the National Security Implications of AI,” Tech Policy Press, (2023). Available at: 
https://techpolicy.press/transcript-senate-hearing-addressing-the-national-security-implications-of-ai/.

79  Many of our considerations are based on the principles for intermediary liability described by academics. See e.g. “Liability for Us-
er-Generated Content Online Principles for Lawmakers,” (2019). Available at: https://digitalcommons.law.scu.edu/cgi/viewcontent.cgi?arti-
cle=2992&context=historical.

80  U.S. Senate, “CREATE AI Act of 2023” U.S. Senate Artificial Intelligence Caucus https://www.heinrich.senate.gov/imo/media/doc/cre-
ate_ai_act_fact_sheet1.pdf.

81 This is also not unsimilar to the content moderation wars. See Eric Goldman, Jess Miers, “Why Internet Companies Can’t Stop Awful 
Content,” Santa Clara University School of Law (2020). Available at: https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3518970.

82  Help Net Security, “Generative AI: The new attack vector for trust and safety,” Help Net Security (2023). Available at: https://www.
helpnetsecurity.com/2023/05/30/generative-ai-abuse/.

83  Id.

must continue to invest in computing powers so that 
Generative AI technology can continue to develop. 
More importantly, efforts should be geared towards 
supporting researchers and AI developers to create 
safe and inclusive AI. 

This can be illustrated by the National Artificial Intel-
ligence Research Resource (NAIRR). Introduced by 
U.S. Senators Martin Heinrich, Todd Young, Cory 
Booker, and Mike Rounds, NAIRR would be sup-
ported by the NSF’s funding of 1 billion per year. This 
legislation would provide free or low cost access to 
datasets for developing Generative AI.80 

• The Law Must Provide Incentives for AI Compa-
nies to Improve. As Generative AI tools advance, 
the potential for misuse in spreading disinformation, 
fraud, and offensive content will inevitably rise, ne-
cessitating vigilant oversight by AI providers.81 By 
way of illustration, AI users were able to generate 
images that show Russian President Vladimir Putin 
on his knees begging for support before Chinese 
President Xi Jinping.82 Moreover, the rise of deep-
fakes and other AI videos are used to exploit politi-
cal conflicts. One such example of this is an audio 
that was generated to the voice of a UK-rapper to 
say explicit statements to incite rebellion against 
the British government.83 But perhaps AI could 
also evolve to improve harmful behavior online. 
 

https://www.cybersecuritydive.com/news/white-house-ai-security-commitments/688650/?&web_view=true
https://www.cybersecuritydive.com/news/white-house-ai-security-commitments/688650/?&web_view=true
https://www.hawley.senate.gov/hawley-blumenthal-introduce-bipartisan-legislation-protect-consumers-and-deny-ai-companies-section
https://www.hawley.senate.gov/hawley-blumenthal-introduce-bipartisan-legislation-protect-consumers-and-deny-ai-companies-section
https://www.ncsl.org/technology-and-communication/artificial-intelligence-2023-legislation
https://www.ncsl.org/technology-and-communication/artificial-intelligence-2023-legislation
https://www.ncsl.org/technology-and-communication/artificial-intelligence-2023-legislation
https://www.ncsl.org/technology-and-communication/artificial-intelligence-2023-legislation
https://techpolicy.press/transcript-senate-hearing-addressing-the-national-security-implications-of-ai/
https://digitalcommons.law.scu.edu/cgi/viewcontent.cgi?article=2992&context=historical
https://digitalcommons.law.scu.edu/cgi/viewcontent.cgi?article=2992&context=historical
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3518970
https://www.helpnetsecurity.com/2023/05/30/generative-ai-abuse/
https://www.helpnetsecurity.com/2023/05/30/generative-ai-abuse/
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For AI to effect significant positive change online, 
legislators must craft laws that allow AI providers 
ample latitude to enhance their models, shielded 
from oppressive litigation risk. The immunity offered 
to providers of interactive computer services under 
Section 230 serves as a beacon, incentivizing pro-
active content moderation by shielding websites 
from liability for user actions.84 Indeed, policymak-
ers must similarly ensure AI providers retain the 
drive to improve (or ‘moderate’) their services. Fu-
ture legislation should keep user accountability at 
the forefront to protect providers from unwarranted 
liability for misuse and abuse of the services and 
open-sourced LLMs. 

Similarly, in the Copyright context, one concern for 
copyright pertains to users and their interactions with 
AI-image generator services. Considering the cur-
rent capabilities of text-to-image AI generators, us-
ers might craft prompts that sidestep the protective 
measures set by AI providers, potentially leading to 
infringement.85

The counterpart to Section 230 for online copyright 
law is the ‘safe harbor’ provision provided to UGC 
services under Section 512 of the Digital Millennium 
Copyright Act (DMCA).86 While this safe harbor is vital 
in warding off a myriad of secondary liability copy-
right claims for UGC services, its inherent design 
flaws, especially concerning the knowledge stipula-
tion, have posed significant challenges for content 
creators.87 Rather than encouraging UGC services 
to defend the availability of their creators’ content, 
the design of Section 512 is infamous for promoting 

84  Eric Goldman, Jess Miers, “Why Internet Companies Can’t Stop Awful Content,” (2020), (arguing that Section 230 helps to decrease the 
amount of awful content online). Available at: https://ssrn.com/abstract=3518970.

85 Pam Samuelson, “Generative AI meets copyright, “ Science, Volume 381,  Issue 6654 (2023), (“It is, however, possible for generative 
AI outputs to infringe copyrights. If the same input image (say, of Mickey Mouse) is present in many works on which the model was trained 
and its developer did not follow industry best practices by eliminating duplicates and using output filters to prevent infringements, user 
prompts could result in infringing outputs (although this user, not the developer of the generative AI system, may be the infringer.”). Available 
at: https://www.science.org/doi/10.1126/science.adi0656?adobe_mc=MCMID%3D67206346547701074570918360005019222071%7C-
MCORGID%3D242B6472541199F70A4C98A6%2540AdobeOrg%7CTS%3D1696466256.

86  17 U.S.C. § 512 (2018).

87  “Unintended Consequences: Sixteen Years under the DMCA,” Electronic Frontier Foundation, (2014). Available at: https://www.eff.org/
wp/unintended-consequences-under-dmca/archive. 

88  Daphne Keller, “EMPIRICAL EVIDENCE OF “OVER-REMOVAL” BY INTERNET COMPANIES UNDER INTERMEDIARY LIABILITY LAWS” 
The Center for Internet and Society, (2015). Available at: https://cyberlaw.stanford.edu/blog/2015/10/empirical-evidence-over-removal-in-
ternet-companies-under-intermediary-liability-laws.

89  Eric Goldman & Jessica Silbey, “Copyright’s Memory Hole” BYU L. Rev. 929 (2020). Available at: https://digitalcommons.law.byu.edu/
lawreview/vol2019/iss4/6/.

90  Joel Matteson, “Unfair Misuse: How Section 512 of the DMCA Allows Abuse of the Copyright Fair Use Doctrine and How to Fix It” 
Santa Clara High Technology Law Journal, (2018). Available at: https://digitalcommons.law.scu.edu/cgi/viewcontent.cgi?article=1638&con-
text=chtlj.

91  Stella Kotik, “Generative AI meets copyright law” Berkeley News, (2023).  Available at: https://news.berkeley.edu/2023/05/16/genera-
tive-ai-meets-copyright-law.

excessive content removal online.88 Indeed, as some 
experts note, online copyright law seems to have 
carved a ‘memory hole’ in the digital content land-
scape.89 

At the very least, Generative AI providers, which 
grapple with similar, if not more complex, challeng-
es as UGC services, should similarly have access 
to a safe harbor for secondary infringement claims. 
However, as Generative AI booms, this moment of-
fers policymakers a chance to leverage the insights 
gained from years of Section 512 litigation and intro-
duce immunity-based enhancements to secure the 
future of Generative AI.90

For AI to effect significant positive change on-
line, legislators must craft laws that allow AI 
providers ample latitude to enhance their mod-
els, shielded from oppressive litigation risk

• The Law Must Uphold Principles of Fair Use and 
Prevent Rights Holder Abuse. “Copyright law is the 
only law that’s already in existence that could bring 
generative AI systems to their knees,”91 Pamela Sam-
uelson. 

https://ssrn.com/abstract=3518970
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Generative AI services, exemplified by OpenAI’s 
ChatGPT, Google’s Bard, and Stability AI’s Stable 
Diffusion, have elicited concerns from rights hold-
ers who fear their original works might be replicated 
en masse or even supplanted by such technological 
breakthroughs.92 While rights holders argue for a revi-
sion of U.S. copyright laws in light of Generative AI, 
ongoing litigation underscores the need for legislative 
prudence.

Fair use prevents rights holders from monopolizing 
creative concepts, fostering an environment where 
new creations continually emerge. In Part II, we ex-
amined how fair use crucially bars Plaintiffs frivolous 
copyright claims in Andersen v. Stability AI. In prac-
tice, fair use demands nuanced court analysis due 
to its detailed, case-specific nature, making it adapt-
able to the latest technological advances. Altering 
these principles for Generative AI might compromise 
its functionality and limit the emergence of innovative 
expressive works.

Fair use prevents rights holders from monopo-
lizing creative concepts, fostering an environ-
ment where new creations continually emerge

• Artistic Style Must Remain Outside the Scope of 
Copyright Protections. Though a growing concern 
among artists, policymakers should resist expanding 
copyright protections to cover artistic style. As dis-
cussed, Courts are reluctant to extend copyright pro-
tections to artistic style. Nevertheless, the copyright 
landscape naturally discourages potential infringers, 
regardless of the tools and technology available to 
them.93 For example, while a user may be able to 
successfully coax an AI-image generator to produce 
substantially similar reproductions of another artist’s 
works, the user is certain to face expensive repercus-
sions under current copyright law should the user at-
tempt to commercialize the generated works.

92  Gil Appel, et. al., “Generative AI Has an Intellectual Property Problem” Harvard Business Review, (2023). Available at: https://hbr.
org/2023/04/generative-ai-has-an-intellectual-property-problem.

93  Matthew Sag, “Internet Safe Harbors and the Transformation of Copyright Law” Emory Law, (2017). Available at: https://scholarlycom-
mons.law.emory.edu/cgi/viewcontent.cgi?article=1008&context=faculty-articles.

94  Steve Dent, “Stable Diffusion update removes ability to copy artist styles or make NSFW works” Engadget, (2023). Available at: https://
www.engadget.com/stable-diffusion-version-2-update-artist-styles-nsfw-work-124513511.html.

95  OpenAI, “DALL·E 3” OpenAI, (2023) (DALL·E 3 is designed to decline requests that ask for an image in the style of a living artist. Creators 
can now also opt their images out from training of our future image generation models). Available at: https://openai.com/dall-e-3.

Similarly, without alterations to existing copyright 
regulations, AI service providers are already taking 
proactive measures to prevent potential copyright 
infringements, recognizing the gray areas around 
the fairness of AI outputs. For instance, Stability AI 
has modified its image generator, Stable Diffusion, to 
deny requests that mimic established artists’ styles.94 
OpenAI made a parallel move with DALL-E 3, which 
now also refuses to generate images mirroring the 
style of any living artist and allows artists to opt-out 
of having their works included in any training sets.95 

The emergence of Generative AI suggests that rights 
holders may need to take up new proactive efforts, 
such as opting-out of the training sets that power 
Generative AI services, to oversee their works. But 
should infringements arise, rights holders are well-
equipped with a robust copyright framework, based 
on centuries of precedent, to zealously defend their 
rights. Generative AI neither diminishes the legal av-
enues available to rights holders nor calls for an im-
mediate deviation from entrenched copyright norms.

• The Law Must Provide a Uniform Standard at Fed-
eral Level. To safeguard the growth of Generative AI, 
any regulatory measures should be federally man-
dated, superseding the growing tangle of disparate 
state laws. Generative AI providers need consistent, 
national guidelines to operate effectively. Otherwise, 
providers will be hamstrung by the strictest state 
standards, hindering further innovation. 

For instance, this moment presents an opportune 
time for Congress to contemplate the introduction 
of comprehensive federal privacy legislation. Such a 
law could address emerging concerns like AI-facili-
tated fraud, misuse of consumer data, discriminatory 
decision-making based on user data, and the surge 
of deep fakes. A federal mandate could also estab-
lish fundamental principles regarding publicity rights, 
countering the spread of deepfakes and superseding 
what has become a nationwide mess of conflicting 
state publicity rights laws.

• The Law Must Account for Rapid Advancements 
in AI. As policymakers navigate the regulatory land-
scape for artificial intelligence, it is paramount that 
the legislation adapts to the lightning pace of AI de-
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velopment. The future holds untold advancements, 
and regulatory frameworks must be agile enough 
to accommodate these, rather than anchor them to 
today’s technological realities. Further, lawmakers 
should adopt a risk-based approach for future legisla-
tive measures. This approach ensures that remedies 
sought by future litigants are not only technologically 
feasible and reasonable but are also aligned with 
addressing a quantifiable and demonstrated harm. 

• The Law Must Preserve the First Amendment 
Rights of AI Providers. Like traditional publishers, 
Generative AI providers undoubtedly fall under the 
First Amendment’s umbrella, as facilitators of expres-
sion.96 The deliberate choices providers make in fine-
tuning their algorithms mirror editorial decisions (or 
‘house rules’97), showcasing their stand on acceptable 
inputs and crafted outputs. As such, lawmakers are 
likely precluded from interfering with editorial mea-
sures undertaken by AI providers to facilitate outputs. 

As a result, lawmakers aiming to regulate Genera-
tive AI face the essential task of aligning their ini-
tiatives with the First Amendment. For instance, as 
one scholar contends, legislations mandating trans-
parency in AI algorithms might unknowingly venture 
into the domain of compelled speech.98 Moreover, 
obligatory explanations and user disclosures, while 
well-intentioned, may be both technologically infea-
sible due to AI’s inherent ‘black box’ characteristics 
and potentially infringing. Requirements like manda-
tory watermarks could inadvertently dilute the ex-
pressiveness of AI-generated outputs and convey 
unintended messages on behalf of the AI provider. 
Furthermore, compulsory explanations about the AI’s 
decision-making process might unintentionally equip 
malicious actors with the knowledge to bypass se-
curity protocols, exploiting AI for malicious activities.

Lastly, users of Generative AI services have a First 
Amendment right to access the information dissemi-
nated by these services.99 Legislation that suppress-
es the lawful transmission of information from AI 
providers to requesting users will certainly encounter 
First Amendment challenges.

96  Eugene Volokh, Mark A. Lemley & Peter Henderson, Freedom of Speech and AI Output (August 3, 2023). Journal of Free Speech Law, 
3:113, (2023) (arguing that the creators of generative AI programs are entitled to First Amendment protections). Available at: https://ssrn.
com/abstract=4531003. 

97  Eric Goldman, Jess Miers, “Online Account Terminations/Content Removals and the Benefits of Internet Services Enforcing Their House 
Rules,” 1 Journal of Free Speech Law 191, Santa Clara Univ. Legal Studies Research Paper (2021) (arguing that the existence of house rules 
for various UGC services entitles UGC services to protected editorial discretion rights under the First Amendment). Available at: https://ssrn.
com/abstract=3911509.

98  Eric Goldman, “The Constitutionality of Mandating Editorial Transparency (2022),” 73 Hastings Law Journal 1203, Santa Clara Univ. 
Legal Studies Research Paper No. 4005647, (2022). Available at: https://ssrn.com/abstract=4005647.

99  Volokh, Lemley & Henderson, supra note 79. 

04
CONCLUSION

The emergence of Generative AI stands as a monumental 
transformation in the U.S. economy and society’s interac-
tion with technology. This article underscores the robust-
ness of existing legal frameworks, even in the face of rapid 
technological advancements. This mismatch between the 
current regulatory conversations around Generative AI and 
the on-ground reality signals a pressing need for a legisla-
tive recalibration. 

This shift is crucial for lawmakers to guarantee the seam-
less expansion of Generative AI services. Without it, the 
Generative AI boom could swiftly dissolve, marking a brief 
surge rather than a groundbreaking era.  

As a result, lawmakers aiming to regulate Gen-
erative AI face the essential task of aligning 
their initiatives with the First Amendment

https://ssrn.com/abstract=4531003
https://ssrn.com/abstract=4531003
https://ssrn.com/abstract=3911509
https://ssrn.com/abstract=3911509
https://ssrn.com/abstract=4005647
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